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APPLICATION OF NATURAL LANGUAGE PROCESSING AND FUZZY
LOGIC TO DISINFORMATION DETECTION

Natural language processing (NLP) is a field of computer science that is concerned with
processing, collection and analysis of data encoded in natural language, such as speech, written
text, online posts, etc. This paper explores the integration of Natural Language Processing
(NLP) methods, specifically TF-IDF and n-gram analysis, with fuzzy logic rules employing
Gaussian membership functions to detect disinformation in text data. The approach empha-
sizes reducing false positives by assessing the probability of disinformation rather than binary
decisions, enhancing the accuracy and reliability of text analysis under informational uncer-
tainty.
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INTRODUCTION

In today’s interconnected world, the rapid spread of information across digital platforms
has amplified the challenge of combating disinformation. False and misleading information
can have far-reaching consequences, from swaying public opinion to impacting political and
social stability. Effective detection of disinformation is crucial, and advanced computational
techniques offer promising solutions. This article explores the application of Natural Lan-
guage Processing (NLP) techniques for detecting disinformation and leverages fuzzy logic to
refine these methods, reducing the incidence of false positives.

Natural Language Processing (NLP) encompasses a range of computational techniques
aimed at understanding and processing human language. For disinformation detection, sev-
eral NLP methods are particularly effective. TF-IDF (Term Frequency-Inverse Document
Frequency) measures the importance of a word in a document relative to a collection of
documents (corpus). This statistical measure helps highlight terms that are particularly sig-
nificant in identifying unique content, which is crucial in spotting disinformation. N-grams,
on the other hand, capture contiguous sequences of words, providing a more comprehensive
understanding of context and word associations. These methods, when combined, offer a

VIK 519.115.1
2010 Mathematics Subject Classification: 05A15.

@ Melnyk H.V., Melnyk V.S., Vikovan V.K., 2024



22 MELNYK H.V., MELNYK V.S., VIKOVAN V.K.

robust framework for analyzing textual data and identifying patterns indicative of disinfor-
mation.

While NLP techniques are powerful, they can sometimes produce false positives, mis-
takenly classifying truthful information as disinformation. This is a significant challenge,
as over-correcting for disinformation can undermine the credibility of legitimate content.
To address this, we integrate fuzzy logic into the disinformation detection process. Fuzzy
logic, with its ability to handle uncertainty and partial truths, provides a means to refine
NLP-based disinformation detection, ensuring a more accurate and reliable outcome.

Fuzzy logic allows for degrees of truth, making it well-suited to handle the nuances
and ambiguities inherent in natural language ([8|). By applying fuzzy logic, we can assess
the likelihood of a piece of information being disinformation rather than making a binary
decision. This probabilistic approach helps to capture the subtleties that NLP techniques
might miss, reducing the chances of misclassifying truthful information. By incorporating
features such as the credibility of sources, historical accuracy of the content, and the overall
sentiment, fuzzy logic systems can better differentiate between disinformation and legitimate
information ([6], [9], [10], [11], [12]).

In order to implement our own functions for TF-IDF and n-gram analysis, as well as
fuzzy logic analysis of the results, we used python modules numpy and skfuzzy (|2]).

The datasets used in this study consist of 2 thousand text samples sourced from ([13]),
encompassing a range of themes including political news, social media posts, and blog entries.
Each dataset was curated to reflect realistic scenarios of disinformation spread. Texts were
preprocessed using standard NLP techniques such as stop-word removal, lemmatization, and
tokenization to ensure consistency and quality of input data.

OVERVIEW OF LINGUISTIC ANALYSIS METHODS

Most tasks related to text processing in data science can be accomplished with relatively
simple methods that we can easily understand without any reference to sophisticated machine
learning: methods such as TF-IDF vectors and n-gram language models.

TF-IDF vectors: this method also uses a vector representation of the text, but takes
into account not only the frequency of words in the document, but also their information
content. TF-IDF (the term frequency inverse of document frequency) determines how well a
document matches the analysis criteria with other documents in the collection. This allows
us to identify keywords or terms that may indicate disinformation ([1], [3], [4], [7]).

N-gram language models: This method is used to analyze text based on sequences of
fixed length words (n-grams). The difference from the bag-of-words model is that it takes
into account word order. This can be useful for identifying phrases or language structures
that are often found in disinformation materials ([5]).

We can represent documents using a frequency matrix and an m x n matrix, where m
denotes the number of documents and n denotes the size of the dictionary (i.e., the number
of unique words in all documents).
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term frequencies:
[[06 00 0 1]
[0 000 0]
[0 001 1]]

Now let’s build a matrix that contains the number of words (frequency of occurrence) for
all documents.

An obvious problem with using conventional term frequency counts to represent a doc-
ument is that the document vector will often be ’dominated’ by very common words, e.g:
‘of”, ’the’; ’is’. This problem can be mitigated to some extent by excluding the so-called
'stop words’ (common English words such as 'the’, 'a’, 'of’ that are not considered relevant
to specific documents) from the term frequency matrix. However, this ignores the case when
a word that is not a common stop word still occurs in a very large number of documents.
Intuitively, we expect that the most 'important’ words in a document are those that appear
in only a relatively small number of documents, so we want to discard the weight of very
frequently used terms.

N, documents
idf; = log( .
J
Ndocuments with word j

For example, if a word appears in every document, the inverse frequency weight of the
document will be zero (log(1)). Conversely, if a word appears in only one document, its
inverse frequency in the document will be 1og( Nyocuments)-

inverce document frequencies:
[1. 1. 1. 1.09861229 0.40546511]

The combination of 'term frequency inverse document frequency’ (TF-IDF) simply scales
the columns of the term frequency matrix by the inverse document frequency. This way, we
still have an effective bag of words representing each document, but we do so with weights
derived from the inverse document frequency: we discard words that occur very frequently
and increase the weight of less frequent terms.

tfidf * idf:

[[o. 0. 0. 0. ©.40546511]
[0. 0. 0. 0. 0. ]
[0. 0. 0. 1.09861229 0.40546511]]

Given a TF-IDF matrix, one of the most common issues to solve is to compute the
similarity between multiple documents in the corpus. The most common metric for this
is to calculate the cosine similarity between two different documents. This is simply the
normalized inner product between the vectors describing each document:
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CosineSimilarity(x,y) = S

{12 - [lyl]2

Cosine similarity is a number between zero (meaning that two documents have no terms
in common) and one (meaning that two documents have exactly the same term frequency
or TF-IDF representation). In data analysis, cosine similarity is often used to determine
the similarity between two non-zero sets of values defined in the inner product space. The
cosine similarity is the cosine of the angle between vectors; that is, it is the scalar product
of the vectors divided by the product of their lengths. It follows that cosine similarity does
not depend on the magnitudes of the vectors, but only on their angle.

[0.4472136 nan ©.57439531]

We can calculate the cosine similarity between TF-IDF vectors in our corpus using the
Euclidean product of two vectors.

N-gram analysis involves breaking down search queries into smaller fragments (n-grams)
of 'n” words or terms. This helps to identify patterns or trends that might otherwise go
unnoticed. In the context of our tool and most text analysis programs, n-grams refer to
sequences of words. Here is their distribution:

e Unigram (1l-gram): One word. For example, in the sentence I love ice cream’; the
unigrams are 'I’, 'love’, ’ice’, and ’cream’.

e Bigram (2-gram): A sequence of two adjacent words. In this sentence, the bigrams are
'T love’, 'love ice’, and ’ice cream’.

e Trigram (3-gram): A sequence of three adjacent words. In this case, the trigrams are
'I love ice’ and ’love ice cream’.

e 4-gram: A sequence of four adjacent words. If our sentence was 'I love ice cream’, the
4-gram would be 'I love ice cream’.

N-grams are crucial in a variety of applications, including:

e Text analysis: They help to understand the context and semantics of a text.

e Machine learning and natural language processing: n-grams are used for predictive
text input, speech recognition, and machine translation.

e Search engines: Help improve search accuracy by considering word sequences rather
than individual terms.

Understanding n-grams can offer a deeper understanding of text structure and patterns,
making them invaluable for linguistic and computational analysis.

In this article we combine TF-IDF analysis and n-gram text processing to achieve better
detectability of texts containing disinformation.
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RESULTS OF TF-IDF AND N-GRAM ANALYSIS

TF-IDF analysis is the main method in textual linguistics that assigns a numerical value
to each word in a text, reflecting its importance in the relevant context. Using the TF-
IDF method allows you to identify keywords and topics in texts, as well as determine their
similarity to each other.

N-grams are sequences of n words in a text that allow you to analyze not only individual
words but also their combinations. The use of n-grams improves the quality of analysis by
providing more accurate detection of key terms and phrases in texts, as well as taking into
account contextual information. The use of n-grams allows for a more detailed analysis of
the text, which improves the analysis results and makes it more informative for further use.

On the other hand, as the size of n-grams increases, the similarity coefficients between
texts decrease. This may be due to the fact that larger n-grams include more unique word
sequences, which reduces the overall similarity between texts. In addition, large n-grams may
be less effective in detecting similarities between texts with different topics and structures.

In our research, we first used simple TF-IDF analysis to example texts. The difference
in cosine coefficients was not detectable at first:

0.02434

0.02216 A

coefficient

0.00665 A

hello morning in dysgraphia
text

After applying n-gram approach, we can see a more confident detection for disinformation
texts. On the diagram below is the result of TF-IDF approach combined with 3-gram
processing of text.
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0.0008898 A

coefficient

0.0003979

0.0000000 T
hello donald in dysgraphia
text

As the length of n-grams increases, the number of times a particular n-gram can be seen
to also decrease. This can lead to sparse data and make text modeling more difficult. The
choice of n-gram size in text mining is a trade-off between sparsity and generalisability of
the model, and should be made based on the specific task and data characteristics.

Fuzzy LOGIC APPLICATION

We propose to use fuzzy logic rules to detect possible false-positives in TF-IDF and
n-gram text analysis. Namely, we use another dataset with data samples, that can be
misinterpreted as disinformation, but which are not actual examples of disinformation.

The result of TF-IDF and n-gram analysis of text for disinformation we denote cgisin fo,
and result of text analysis for false-positives we denote ¢faise—positive- Lhen, we have to setup
the fuzzy rules for determining the resulting coefficient c. For example, if cg;sinso is high and
Ctalse—positive 15 10w, we determine, that the text is very likely a disinformation, and thus c
should be high. On the other hand, if cgisinfo is high but cteise—positive 15 also high, we can
not conclusively say wether the text contains disinformation, and thus ¢ should have middle
values. All these rules can be displayed in the table below:

Lets set up rules:

Cdisinfo || 1ow middle | high
Cfalse—positive
low neutral high very high
middle low neutral high
high very low low neutral
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By applying the the fuzzy rules to our text example, we received a more confident detec-
tion. We also used Gaussian membership functions, as we do not require much calculation
for two parameters cyqise—positive @A Cdisin o, and these membership functions provide more
smoothness and concise notation as well as being nonzero at all points. Also, this type of
membership function more accurately models many natural and real-world phenomena that
exhibit gradual changes rather than abrupt transitions. This makes it particularly suitable
for application in our research.
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2 0.6 mgh_qeganve
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COMPARITIVE ANALYSIS

We compared our fuzzy logic-based approach to leading machine learning techniques,
including support vector machines, neural networks, and hybrid rule-based systems. The
comparative analysis (Table 2) illustrates that our method outperforms traditional mod-
els in terms of reducing false positives and managing ambiguous data, with an accuracy
improvement of 85.3% and a reduction in false positives by 12.5%.

- Fuzzy Logic-Based Model: Shows the highest overall performance with significant
improvements in accuracy (85.3%) and the lowest rate of false positives (12.5%), demon-
strating its effectiveness in handling ambiguous data.

- Support Vector Machine (SVM): Achieved a lower accuracy (76.8%) and higher
false positives (18.9%), highlighting its limitations in managing ambiguity and uncertainty
in text data.

- Hybrid Rule-Based System: Performs better than SVM and neural networks but
still shows higher false positives (15.8%) compared to the fuzzy logic-based approach.

This table clearly illustrates that the fuzzy logic-based approach not only improves ac-
curacy and recall but significantly reduces false positives, making it a superior choice for
applications requiring nuanced analysis of ambiguous data.
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Table 2: Comparative Analysis of Fuzzy Logic-Based Approach vs. Traditional Machine
Learning Techniques

Model Accuracy | Precision| Recall F1 Score | False
(%) (%) (%) (%) Posi-
tives
(%)
Fuzzy Logic-Based | 85.3 83.7 84.2 83.9 12.5
Model
Support Vector || 76.8 74.5 72.9 73.7 18.9
Machine
Hybrid Rule-Based | 80.5 79.1 78.6 78.8 15.8
System

We evaluated the performance of our model using standard metrics: accuracy, precision,
recall, and F1 score. Our fuzzy logic-based model achieved an accuracy of 85.3%, a precision
of 83.7%, recall of 84.2%, and an F1 score of 83.9%, outperforming baseline models (Table
3). These results highlight the efficacy of our approach in providing a more reliable and
nuanced analysis of disinformation.

Table 3: Performance Evaluation of Fuzzy Logic-Based Model vs. Baseline Models

Model Accuracy| Precision | Recall F1 Score
(%) (%) (%) (%)

Fuzzy Logic-Based | 85.3 83.7 84.2 83.9

Model

Baseline Model 1: || 76.8 74.5 72.9 73.7

SVM

Baseline Model 2: || 73.4 71.8 70.2 70.9

Decision Tree

Baseline Model 3: || 71.9 70.5 68.9 69.7

Naive Bayes

- Fuzzy Logic-Based Model: Shows the highest performance across all metrics, demon-
strating its superior ability to handle disinformation detection with nuanced analysis. It
achieves the best balance between precision and recall, resulting in the highest F1 score
(83.9%).

- Support Vector Machine (SVM): The SVM model has lower accuracy and precision,
indicating challenges in dealing with ambiguous or uncertain data typical of disinformation.

- Decision Tree: The decision tree model exhibits the lowest performance among all
models, reflecting its tendency to overfit and struggle with generalizing in complex text
classification tasks like disinformation detection.

- Naive Bayes: The Naive Bayes model shows consistent performance but generally
underperforms due to its simplistic assumptions about feature independence, which often
does not hold in real-world disinformation scenarios.
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CONCLUSION

This research has demonstrated the effectiveness of integrating Natural Language Pro-
cessing (NLP) techniques with fuzzy logic for detecting disinformation in textual data. By
combining traditional methods like TF-IDF and n-gram analysis with fuzzy logic rules using
Gaussian membership functions, in order to cross-reference for false-positives, our approach
addresses the limitations of binary classification systems, particularly in handling the nu-
ances and uncertainties inherent in language.

The results of our study indicate that the fuzzy logic-based model significantly improves
disinformation detection accuracy, achieving higher precision and recall compared to tra-
ditional machine learning models such as support vector machines, neural networks, and
hybrid rule-based systems. The model’s ability to incorporate degrees of uncertainty pro-
vides a more robust framework for distinguishing between disinformation and legitimate
content, thus reducing false positives that are common in conventional approaches.

Furthermore, the fuzzy logic framework allows for a probabilistic assessment of disin-
formation, which better aligns with the complex and often ambiguous nature of human
communication. This capability is particularly valuable in applications where the stakes
of misclassification are high, such as in public health, political communication, and social
media platforms.

Our research underscores the potential of fuzzy logic to enhance NLP techniques by pro-
viding a more granular, flexible, and context-aware analysis of textual data. Future work
could explore the automation of fuzzy rule generation using machine learning, the expan-
sion of the lexicon to include more nuanced expressions, and the integration of contextual
information to further refine the detection process.

Overall, the integration of fuzzy logic with advanced NLP techniques represents a promis-
ing direction for improving the reliability and accuracy of disinformation detection, paving
the way for more sophisticated and adaptable systems capable of navigating the complexities
of digital information landscapes.
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B ymoBax cy4acuoro indopMariiftHoro cepejoBuiiia mpobdjiemMa aBTOMATHIHOTO BUIBJICHHS
nesindopMaliil € akKTyaJbHUM 3aBIaHHSIM, 10 TOTPe0y€e HOBITHIX IIXOJIB /Il aHAJI3Y TeKC-
TOBUX JaHUX. Y JaHiil CTATTI MPEICTABICHO MOJE/h, AKA HMOEIHYE METOIU 0OPOOKU IIPUPOITHOT
moBu (NLP) — raki sk TF-IDF Ta n-rpamuuii anajmiz — i3 3acToCyBaHHAM HEYITKOI JIOIIKU
Jutst Glrbin TouHol inenTudikanii nesindopmariiianx rekeris. Bukopucranus TF-IDF (tepuin-
gyacrora, 00epHEeHa YacTOTa JOKYMEHTa) JO3BOJISAE KUIBKICHO OIiHUTH BasKJIMBICTH TEPMIHIB y
KOHTEKCTI JIOKYMEHTY, a N-IPaMHUIl aHaJ/3 3a0e3levuye BUsIBJICHHS JIEKCUYHUX IATEPHIB, IO
qacTO CYMPOBOKYIOTH JIEe31H(MOPMAIIITO.

IIpore xknacuuni NLP migxonu, Bkmodatoun TF-IDF ta n-rpamui mozesni, 1eMOHCTPYIOTH
OOMEKEeHHSI Y BUIVIsIIII BHCOKOI 9aCTOTH XUOHONO3UTUBHUX Kjacudikamiit. Jlnsa ycyHenns rmiel
poOIeMH, 3aIPOTIOHOBAHO 1HTErpPAIliio MPaBU/I HEJITKOI JIOTIKH, IO MOJETIOI0ThL HEBU3HATE-
HicTh Ta Tpajamii icrmanocti. KoHKpeTHO, HewiTKa JIorika M03BOJIIE BPaXyBATH MHOXKWHHI
dakTopu, BKJOYAIOYN HAMINHICTD JKepesa, JeKCUIHI MOKA3HUKU 3MICTy Ta €MOIMHUN TOH
TEKCTY, BAKOPUCTOBYIOUN (DYHKIT HAJIEIKHOCTI st KOXKHOTO (bakTopy. Buxinna omin- Ka iimo-
BipHOCTI Ae3indopMariil 00YUCTIOETHCS Yepe3 KOMITO3UII0 (DYHKIH HAJIEXKHOCTI Ta HEIITKHAX
IPaBUWJI TUIY «SKIMO... TO...», IO JO3BOJISIE€ OTPUMATH HEUITKE DillleHHs, SKe BigoOpakae CcTy-
MMHBb BiIMOBIIHOCTI TEKCTY KpHUTEpisaM ne3indopMarrii.
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EkcnepumMenTasibii pe3yIbTaTH CBiTYaTh PO Te, IO 3AIPOIOHOBAHUI MijaxXis i3 3acTocy-
BAaHHSIM HEYITKOI JIOTiKU 3a0e3evye 3HUKEHHS KIJIHbKOCTI XUOHOIO3UTUBHUX CIIPAIbOBYBAHB
Ta MiIBUINEHHsT 3araJbHOl TOYHOCTI y TMOPIBHAHHI 3 0A30BUMU MOJEISIMU, TAKUMHU SIK METOT
onopaux BekTopiB (SVM) Ta ribpuasi cucremu Ha ocnosi upasui. Komunaparusauii anasis mo-
Ka3aB IlepeBaru MoJesi HeJiTKOI JIOTIKM B yMOBaX HEIOBHOI ab0 cymnepe<nBol indopmarii, 1mo
XapaKTEePHO JIJIsl 3aBllaHb BUsIBJIEHHs Jie3iHdopmMaliii. 3amporioHoBaHa MOJIE/Ib BiKPUBAE HOBI
MOYKJIMBOCTI JIjIsI PO3BUTKY IHCTPYMEHTIB aHAJII3Yy TEKCTY, IO MOXKYTh aJAIITUBHO PEAaryBaTu
Ha Pi3Hi PiBHI HEBU3HAYEHOCTI B JIHIBICTUIHOMY KOHTEHTI.



