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ON EXISTENCE OF MAIN POLYNOMIAL FOR ANALYTIC VECTOR-VALUED FUNCTIONS OF BOUNDED L-INDEX IN THE UNIT BALL

In this paper, we present necessary and sufficient conditions of boundedness of \( L \)-index in joint variables for vector-functions analytic in the unit ball, where \( L = (l_1, l_2) : \mathbb{B}^2 \to \mathbb{R}^2_+ \) is a positive continuous vector-function, \( \mathbb{B}^2 = \{ z \in \mathbb{C}^2 : |z| = \sqrt{|z_1|^2 + |z_2|^2} \leq 1 \} \). These conditions describe local behavior of homogeneous polynomials (so-called a main polynomial) with power series expansion for analytic vector-valued functions in the unit ball. These results use a bidisc exhaustion of a unit ball.
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1 Introduction

We need some standard notations (for example see [5, 4, 6]). Let \( \mathbb{R}_+ = [0; +\infty), \mathbf{0} = (0,0) \in \mathbb{R}^2_+, \mathbf{1} = (1,1) \in \mathbb{R}^2_+, \mathbf{R} = (r_1, r_2) \in \mathbb{R}^2_+, |(z, \omega)| = \sqrt{|z|^2 + |\omega|^2} \). For \( A = (a_1, a_2) \in \mathbb{R}^2, B = (b_1, b_2) \in \mathbb{R}^2 \), we will use formal notations without violation of the existence of these expressions: \( AB = (a_1 b_1, a_2 b_2), A/B = (a_1/b_1, a_2/b_2), A^B = (a_1^{b_1}, a_2^{b_2}) \), and the notation \( A < B \) means that \( a_j < b_j, j \in \{1, 2\} \); the relation \( A \leq B \) is defined in the similar way. For \( K = (k_1, k_2) \in \mathbb{Z}^2_+ \) let us denote \( K! = k_1! \cdot k_2! \). Addition, multiplication by scalar and conjugation in \( \mathbb{C}^2 \) is defined componentwise. For \( z \in \mathbb{C}^2, w \in \mathbb{C}^2 \) we define \( \langle z, w \rangle = z_1 \bar{w}_1 + z_2 \bar{w}_2 \), where \( \bar{w}_1, \bar{w}_2 \) is the complex conjugate of \( w_1, w_2 \).

The bidisc \( \{ (z, \omega) \in \mathbb{C}^2 : |z - z_0| < r_1, |\omega - \omega_0| < r_2 \} \) is denoted by \( \mathbb{D}^2((z_0, \omega_0), R) \), its skeleton \( \{ (z, \omega) \in \mathbb{C}^2 : |z - z_0| = r_1, |\omega - \omega_0| = r_2 \} \) is denoted by \( \mathbb{T}^2((z_0, \omega_0), R) \), the closed polydisc \( \{ (z, \omega) \in \mathbb{C}^2 : |z - z_0| \leq r_1, |\omega - \omega_0| \leq r_2 \} \) is denoted by \( \mathbb{D}^2[(z_0, \omega_0), R] \), \( \mathbb{D}^2 = \) \( \mathbb{D}^2[(0,0), \infty) \).
let \(B \subset \mathbb{C} : |z| < 1\). The open ball \(\{ (z, \omega) \in \mathbb{C}^2 : \sqrt{|z-z_0|^2 + |\omega-\omega_0|^2} < r \}\) is denoted by \(B^2((z_0, \omega_0), r)\), the sphere \(\{ (z, \omega) \in \mathbb{C}^2 : \sqrt{|z-z_0|^2 + |\omega-\omega_0|^2} = r \}\) is denoted by \(S^2((z_0, \omega_0), r)\), and the closed ball \(\{ z \in \mathbb{C}^2 : \sqrt{|z-z_0|^2 + |\omega-\omega_0|^2} \leq r \}\) is denoted by \(B^2((z_0, \omega_0), r)\), \(B^2 = B^2(0, 1)\), \(D = B^1 = \{ z \in \mathbb{C} : |z| < 1 \}\).

Let \(F(z, \omega) = (f_1(z, \omega), f_2(z, \omega))\) be an analytic vector-function in \(B^2\). Then at a point \((a, b) \in B^2\) the function \(F(z, \omega)\) has a bivariate Taylor expansion:

\[
F(z, \omega) = \sum_{k=0}^{\infty} \sum_{m=0}^{\infty} C_{km} (z-a)^k (\omega-b)^m,
\]

where \(C_{km} = \frac{1}{k!m!} \left( \frac{\partial^{k+m} f_1(z, \omega)}{\partial z^k \partial \omega^m}, \frac{\partial^{k+m} f_2(z, \omega)}{\partial z^k \partial \omega^m} \right) \bigg|_{z=a, \omega=b} = \frac{1}{k!m!} F^{(k,m)}(a, b)\).

Let \(L(z, \omega) = (l_1(z, \omega), l_2(z, \omega))\), where \(l_j(z, \omega) : B^2 \rightarrow \mathbb{R}^2_+\) is a positive continuous function such that

\[
\forall (z, \omega) \in B^2 : l_j(z, \omega) > \frac{\beta}{1 - \sqrt{|z|^2 + |\omega|^2}}, \quad (1)
\]

\(j \in \{1, 2\}\), where \(\beta > \sqrt{2}\) is a some constant.

The norm for the vector-function \(F : B^2 \rightarrow \mathbb{C}^2\) is defined as the sup-norm:

\[
\|F(z, \omega)\| = \max_{1 \leq j \leq 2} \{ |f_j(z, \omega)| \}.
\]

We write

\[
F^{(i,j)}(z, \omega) = \frac{\partial^{i+j} F(z, \omega)}{\partial z^i \partial \omega^j} = \left( \frac{\partial^{i+j} f_1(z, \omega)}{\partial z^i \partial \omega^j}, \frac{\partial^{i+j} f_2(z, \omega)}{\partial z^i \partial \omega^j} \right).
\]

An analytic vector-function \(F : B^2 \rightarrow \mathbb{C}^2\) is said to be of bounded \(L\)-index (in joint variables) [1, 2, 3], if there exists \(n_0 \in \mathbb{Z}_+\) such that

\[
\forall (z, \omega) \in B^2 : \forall (i,j) \in \mathbb{Z}_+^2 \quad \|F^{(i,j)}(z, \omega)\| \leq \max \left\{ \frac{\|F^{(k,m)}(z, \omega)\|}{k!m!}, k, m \in \mathbb{Z}_+, k + m \leq n_0 \right\} . \quad (2)
\]

The least such integer \(n_0\) is called the \(L\)-index in joint variables of the vector-function \(F\) and is denoted by \(N(F, L, B^2)\). The concept of boundedness of \(L\)-index in joint variables were considered for other classes of analytic functions. They are differed domains of analyticity: the unit ball [5, 4, 12, 13], the polydisc [7, 11], the Cartesian product of the unit disc and complex plane [8], \(n\)-dimensional complex space [12, 14]. Vector-valued functions of one and several complex variables having bounded index were considered in [16, 18, 15, 20, 19, 17].

The function class \(Q(B^2)\) is defined as following: \(\forall R \in \mathbb{R}_+, |R| \leq \beta, j \in \{1, 2\}: \quad 0 < \lambda_{1,j}(R) \leq \lambda_{2,j}(R) < \infty\)

where

\[
\lambda_{1,j}(R) = \inf_{(z_0, \omega_0) \in B^2} \inf \left\{ \frac{l_j(z, \omega)}{l_j(z_0, \omega_0)} : (z, \omega) \in D^2((z_0, \omega_0), R/L(z_0, \omega_0)) \right\}, \quad (3)
\]

\[
\lambda_{2,j}(R) = \sup_{(z_0, \omega_0) \in B^2} \sup \left\{ \frac{l_j(z, \omega)}{l_j(z_0, \omega_0)} : (z, \omega) \in D^2((z_0, \omega_0), R/L(z_0, \omega_0)) \right\}. \quad (4)
\]

We need the following theorem.
Theorem 1 [3]. Let \( L \in Q(\mathbb{B}^2) \). An analytic vector-function \( F: \mathbb{B}^2 \to \mathbb{C}^2 \) has bounded \( L \)-index in joint variables if and only if there exist \( p \in \mathbb{Z}_+ \) and \( c \in \mathbb{R}_+ \) such that for each \((z, \omega) \in \mathbb{B}^2\) inequality holds
\[
\max \left\{ \frac{\|F^{(i,j)}(z, \omega)\|}{l_i(z, \omega)l_j^2(z, \omega)} : i + j = p + 1 \right\} \leq c \max \left\{ \frac{\|F^{(k,m)}(z, \omega)\|}{k!l_1(z, \omega)l_2^m(z, \omega)} : k + m \leq p \right\}. \tag{5}
\]

2 Properties of a power series expansion of analytic vector-functions in the unit ball.

Let \((z_0, w_0) \in \mathbb{B}^2\). We expand a vector-function \( F: \mathbb{B}^2 \to \mathbb{C}^2 \) in vector-valued power series
\[
F(z, w) = \sum_{k=0}^{\infty} P_k(z - z_0, w - w_0) = \sum_{k=0}^{\infty} \sum_{i+j=k} B_{ij}(z - z_0)^i(w - w_0)^j, \tag{6}
\]
where \( P_k \) is a homogeneous polynomial of degree \( k \),
\[
B_{ij} = \frac{F^{(i,j)}(z_0, w_0)}{i!j!} = \left( \frac{f_1^{(i,j)}(z_0, w_0)}{i!j!}, \frac{f_2^{(i,j)}(z_0, w_0)}{i!j!} \right).
\]

The polynomial \( P_{k_0}, k_0 \in \mathbb{Z}_+ \), is called a main polynomial in series (6) on \( T^2((z_0, w_0), R) \), if for every \((z, w) \in T^2((z_0, w_0), R)\) inequality holds
\[
\| \sum_{k \neq k_0} P_k(z - z_0, w - w_0) \| \leq \frac{1}{2} \max \left\{ \|B_{i,j}\| \ : i + j = k_0 \right\}.
\]

The following Theorem 2 and 3 have proofs which are similar to proofs of corresponding theorems in [9, 4, 10].

Theorem 2. Let \( L \in Q(\mathbb{B}^2) \). If an analytic vector-function \( F: \mathbb{B}^2 \to \mathbb{C}^2 \) has bounded \( L \)-index in joint variables then there exists \( p \in \mathbb{Z}_+ \) such that for each \( d \in \left( 0; \frac{3}{\sqrt{2}} \right) \) there exists \( \eta(d) \in (0; d) \) such that for each \((z_0, w_0) \in \mathbb{B}^2\) and for some \( r = r(d, (z_0, w_0)) \in (\eta(d), d) \) and some \( \nu_0 = \nu_0(d, (z_0, w_0)) \leq p \) the polynomial \( p_{\nu_0} \) is main in series (6) on \( T^2((z_0, w_0), \frac{r_1}{L(z_0, w_0)}) \).

Proof. Let \( F \) be an analytic vector-function of bounded \( L \)-index in joint variables with \( N = N(F, L, \mathbb{B}^2) < +\infty \) and \( n_0 \) be the \( L \)-index in joint variables at the point \((z_0, w_0) \in \mathbb{B}^2\), that is \( n_0 \) the least such that inequality (2) holds in \((z_0, w_0)\). Then for every \((z_0, w_0) \in \mathbb{B}^2\) one has \( n_0 \leq N \).

Define
\[
a^*_i = \frac{\|B_{i,j}\|}{L_i(z_0, w_0)} = \frac{\|F^{(i,j)}(z_0, w_0)\|}{i!j!L^{i,j}(z_0, w_0)},
\]
\[
a_\nu = \max \{a^*_i : i + j = \nu\}, \quad c = 2\{(N + 3)! + (N + 1)C_{N+1}^N\} = 2\{(N + 3)! + (N + 1)^2\}.
\]
Let $d \in \left(0; \frac{\beta}{\sqrt{2}}\right]$ be an arbitrary number. Put $r_t = \frac{d}{(d+1)^{1/2}}$, $\mu_t = \max\{a_\nu r_t^\nu : \nu \in \mathbb{Z}_+\}$, $s_t = \min\{\nu : a_\nu r_t^\nu = \mu_t\}$ for $t \in \mathbb{Z}_+$.

Since $(z_0, w_0) \in \mathbb{B}^2$ is a fixed point, for every $(k, m) \in \mathbb{Z}_+^2$ inequality $a_{k,m}^* \leq \max\{a_{i,j}^* : i + j \leq n_0\}$ holds. Then $a_\nu \leq a_{n_0}$ for every $\nu \in \mathbb{Z}_+$. Then for every $\nu > n_0$ with $r_0 < 1$ we have $a_\nu r_0^\nu < a_{n_0} r_0^{n_0}$.

Thus, $s_t = \min\{k : k = t \times n_0\}$.

Now we will prove that there exists $t_0 \in \mathbb{Z}_+$, for which

$$a_{s_{t-1}} r_t^{s_{t-1}} = a_{s_{t-1}} r_t^{s_{t-1}} = a_{s_{t-1}} r_t^{s_{t-1}} c^{s_{t-1}} = a_{s_{t-1}} r_t^{s_{t-1}} c^{s_{t-1}} \geq c a_{s_{t-1}} r_t^{s_{t-1}}.$$ (7)

Hence, $s_t \leq s_{t-1}$ for every $t \in \mathbb{N}$. Thus,

$$\mu_0 = \max\{a_\nu r_0^\nu : \nu \leq n_0\},$$

$$\mu_t = \max\{a_\nu r_t^\nu : \nu \leq s_{t-1}\}, t \in \mathbb{N}.$$

Let us introduce additional notations for $t \in \mathbb{N}$

$$\mu_0^* = \max\{a_\nu r_0^\nu : s_0 \neq \nu \leq n_0\}, s_0^* = \min\{k : k \neq s_0, a_\nu r_0^\nu = \mu_0^*\},$$

$$\mu_t^* = \max\{a_\nu r_t^\nu : s_t \neq \nu \leq s_{t-1}\}, s_t^* = \min\{k : k \neq s_t, a_\nu r_t^\nu = \mu_t^*\}.$$

Now we will prove that there exists $t_0 \in \mathbb{Z}_+$, for which

$$\frac{\mu_{t_0}}{\mu_0} \leq \frac{1}{c}.$$ (8)

On the contrary, suppose that for each $t \in \mathbb{Z}_+$ the next inequality holds

$$\frac{\mu_{t_0}}{\mu_0} > \frac{1}{c}.$$ (9)

For $s_t^* < s_t$ we have

$$a_{s_t^*} r_{t+1}^{s_t^*} = a_{s_t^*} r_{t+1}^{s_t^*} = \mu_t^* > \mu_t = a_{s_t} r_t^{s_t} = a_{s_t} r_t^{s_t} c^{s_t+1} = a_{s_t} r_t^{s_t} c^{s_t+1} - s_t \geq a_{s_t} r_t^{s_t+1}.$$ (10)

For each $\nu > s_t^*$, $\nu \neq s_t$ (that is $\nu - 1 \geq s_t^*$) we educe

$$a_{s_t^*} r_{t+1}^{s_t^*} = a_{s_t^*} r_{t+1}^{s_t^*} \geq a_{\nu} r_t^{\nu} c^{\nu-1} = a_{\nu} r_t^{\nu}.$$ (11)

Thus, $a_{s_t^*} r_{t+1}^{s_t^*} > a_{\nu} r_t^{\nu}$ for all $\nu > s_t^*$. Then

$$s_{t+1} \leq s_t^* \leq s_t - 1.$$ (12)

If $s_t < s_t^* \leq s_{t-1}$ then the equality $s_{t+1} = s_t$ can be valid. Indeed, $s_{t+1} \leq s_t$. And with $s_{t+1} < s_t$ we have $s_{t+1} < s_{t-1}$. It implies (10).

Therefore, from inequalities $s_{t+1} \leq s_t$ and $s_t^* \neq s_{t+1}$ we have $s_{t+1}^* < s_{t+1}$. Hence, instead (10) we have

$$s_{t+2} \leq s_{t+1}^* \leq s_{t+1} - 1 = s_t - 1.$$ (13)
Then, if for all \( t \in \mathbb{Z}_+ \) is true (9), then for each \( t \in \mathbb{Z}_+ \) one of two is executed: or \( s_{t+2} \leq s_{t+1} \leq s_t - 1 \), or \( s_{t+2} \leq s_t - 1 \), \( s_{t+2} \leq s_t - 1 \), since \( s_{t+2} \leq s_{t+1} \). Then we have

\[
s_1 \leq s_{t-2} - 1 \leq \ldots \leq s_{t-2}[2] - [t/2] \leq s_0 - [t/2] \leq N - [t/2].
\]

In other words, \( s_t < 0 \) with \( t > 2N + 1 \). It is a contradiction. Therefore, there exists \( t_0 \leq 2N + 1 \), for which (8) is true.

Put \( r = r_{t_0} \), \( \eta(d) = \frac{d}{(d+1)c^2(N+1)} \), \( p = N \) and \( \nu_0 = s_{t_0} \). Then for all \( (i + j) \neq \nu_0 = s_{t_0} \) on \( \mathbb{T}^2 \left( (z_0, w_0), \frac{r}{L(z_0, w_0)} \right) \) in view of (7) and (8) we obtain that

\[
\|B_{ij}\| |(z - z_0)^i(w - w_0)^j| = a_{i,j}^* r^{i+j} \leq \frac{1}{c} a_{s_{t_0}} r_{s_{t_0}} = \frac{1}{c} a_{\nu_0} r^{\nu_0}.
\]

Thus, for \((z, w) \in \mathbb{T}^2 \left( (z_0, w_0), \frac{r}{L(z_0, w_0)} \right)\)

\[
\left\| \sum_{i+j \neq \nu_0} B_{i,j} (z - z_0)^i(w - w_0)^j \right\| \leq \sum_{i+j \neq \nu_0} a_{i,j}^* r^{i+j} \leq \sum_{\nu=0}^{s_{t_0} - 1} a_{\nu} C_{\nu+1}^r = \sum_{\nu=0}^{s_{t_0} - 1} a_{\nu} C_{\nu+1}^r + \sum_{\nu=s_{t_0} - 1 + 1}^{s_{t_0} - 1} a_{\nu} C_{\nu+1}^r.
\]

(11)

We estimate two sums in (11). Then in view of inequality (8) we obtain that \( \mu_{s_0}^* \leq \frac{1}{c} \mu_0 \) or \( \max\{a_{\nu} r_{t_0} : \nu \neq s_{t_0}, \nu \leq s_{t_0} - 1\} \leq \frac{1}{c} \max\{a_{\nu} r_{t_0} : \nu \neq s_{t_0}, \nu \leq s_{t_0} - 1\} \), we have \( a_{\nu} r^{\nu} \leq \frac{1}{c} a_{\nu} r^{\nu_0} \). From (10) we have

\[
\sum_{\nu=0}^{s_{t_0} - 1} a_{\nu} C_{\nu+1}^r \leq \frac{a_{\nu_0} r^{\nu_0}}{c} \sum_{\nu=0}^{N} C_{\nu+1}^r \leq \frac{a_{\nu_0} r^{\nu_0}}{c} (N + 1)^2.
\]

(12)

For all \( \nu \geq s_{t_0} - 1 + 1 \) we have \( a_{\nu} r^{\nu} \leq \frac{\mu_{t_0} - 1}{c} a_{\nu} r^{\nu_0} \). From (8) we have

\[
\sum_{\nu=s_{t_0} - 1 + 1}^{s_{t_0} - 1} a_{\nu} C_{\nu+1}^r \mu_{t_0} - 1 C_{\nu+1}^r \frac{1}{c} \leq a_{s_{t_0} - 1} r_{t_0} s_{t_0} - 1 C_{s_{t_0} - 1}^r \left( \sum_{\nu=s_{t_0} - 1 + 1}^{s_{t_0} - 1} x^{\nu+2} \right) \bigg|_{x=1} = \frac{a_{\nu_0} r^{\nu_0}}{c} C_{s_{t_0} - 1}^r \left( \frac{x^{s_{t_0} - 1 + 3}}{1 - x} \right) \bigg|_{x=1} = \frac{a_{\nu_0} r^{\nu_0}}{c} \left( \frac{s_{t_0} - 1 + 3}{1 - x} \right) \bigg|_{x=1} \leq \frac{a_{\nu_0} r^{\nu_0}}{c} \left( 2 \right) \leq 2!(N + 3)! a_{\nu_0} r^{\nu_0} \left( \frac{1}{c - 1} \right) \leq 3!(N + 3)! a_{\nu_0} r^{\nu_0} \left( \frac{1}{c - 1} \right) \leq 3!(N + 3)! a_{\nu_0} r^{\nu_0} \left( \frac{1}{c - 1} \right)
\]

(13)

for \( c \geq 2 \). Then from (11)–(13) we obtain

\[
\left\| \sum_{i+j \neq \nu_0} B_{i,j} (z - z_0)^i(w - w_0)^j \right\| \leq \frac{(N + 1) C_N^{N+1} + 3!(N + 3)! a_{\nu_0} r^{\nu_0}}{c} \leq \frac{1}{2} a_{\nu_0} r^{\nu_0}.
\]

Then the polynomial \( p_{\nu_0} \) is main in (6) on \( \mathbb{T}^2 \left( (z_0, w_0), \frac{r}{L(z_0, w_0)} \right) \). \( \square \)
**Theorem 3.** Let $L \in Q(\mathbb{B}^2)$. If there exist $p \in \mathbb{Z}_+$, $d \in (0; 1]$, $\eta \in (\alpha; d)$ such that for each $(z_0, w_0) \in \mathbb{B}^2$ and for some $R = (r_1, r_2)$ with $r_j = r_j(d, (z_0, w_0)) \in (\eta, d)$, $j \in \{1, 2\}$ and for some $\nu_0 = \nu_0(d, (z_0, w_0)) \leq p$ a polynomial $p_{\nu_0}$ is main in (6) on $T^2 \left((z_0, w_0), \frac{R}{1(z_0, w_0)}\right)$, then an analytic vector-function $F : \mathbb{B}^2 \rightarrow \mathbb{C}^2$ has bounded $L$-index in joint variables.

**Proof.** Suppose that exist $p \in \mathbb{Z}_+$, $d \leq 1$ and $\eta \in (\alpha; d)$ such that for each $(z_0, w_0) \in \mathbb{B}^2$ and for some $R = (r_1, r_2)$ with $r_j = r_j(d, (z_0, w_0)) \in (\eta, d)$, $j \in \{1, 2\}$ and for some $\nu_0 = \nu_0(d, (z_0, w_0)) \leq p$ polynomial $p_{\nu_0}$ is main in (6) in $T^2 \left((z_0, w_0), \frac{R}{1(z_0, w_0)}\right)$. We put $r_0 = \max_{1 \leq j \leq 2} r_j$. Then

$$\left\| \sum_{i+j \neq \nu_0} B_{i,j}(z - z_0)^i(w - w_0)^j \right\| = \left\| F(z, w) - \sum_{i+j = \nu_0} B_{i,j}(z - z_0)^i(w - w_0)^j \right\| \leq \frac{a_{\nu_0} r_0^{\nu_0}}{2}.$$

Hence, in view of Cauchy’s integral formula we obtain that

$$\left\| B_{i,j}(z - z_0)^i(w - w_0)^j \right\| = a_i^j r_1^i r_2^j \leq \frac{a_{\nu_0} r_0^{\nu_0}}{2}, \quad \forall i, j \in \mathbb{Z}_+, \quad i + j \neq \nu_0,$$

and for all $i + j = \nu \neq \nu_0$ one has

$$a_\nu r_1^i r_2^j \leq \frac{a_{\nu_0} r_0^{\nu_0}}{2}. \quad (14)$$

Suppose that $F$ is of unbounded $L$-index in joint variables. By Theorem 1 for each $p_1 \in \mathbb{Z}_+$ and $c > 1$ $\exists (z_0, w_0) \in \mathbb{B}^2$ such that

$$\max \left\{ \frac{\left\| F^{(i,j)}(z_0, w_0) \right\|}{l_1^n(z_0, w_0)l_2^n(z_0, w_0)} : i + j = p_1 + 1 \right\} > c \cdot \max \left\{ \frac{\left\| F^{(k,m)}(z_0, w_0) \right\|}{l_1^k(z_0, w_0)l_2^m(z_0, w_0)} : k + m \leq p_1 \right\}.$$

Put $p_1 = p$ and $c = \left(\frac{(p+1)}{\eta^{p+1}}\right)^2$. Then for $z_0(p_1, c)$, $w_0(p_1, c)$ one has

$$\max \left\{ \frac{\left\| F^{(i,j)}(z_0, w_0) \right\|}{i!j!l_1^n(z_0, w_0)l_2^n(z_0, w_0)} : i + j = p_1 + 1 \right\} > \frac{1}{\eta^{p+1}} \max \left\{ \frac{\left\| F^{(k,m)}(z_0, w_0) \right\|}{k!m!l_1^k(z_0, w_0)l_2^m(z_0, w_0)} : k + m \leq p \right\},$$

that is, $a_{p+1} > \frac{a_{\nu_0}}{\eta^{p+1}}$. We obtain $a_{p+1} r_0^{p+1} > \frac{a_{\nu_0} r_0^{\nu_0}}{\eta^{p+1}} \geq a_{\nu_0} r_0^{\nu_0}$.

The last inequality contradicts (14). Thus, the vector-function $F$ has bounded $L$-index in joint variables.
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